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2.  FLOATING BRIDGE 
 
2.1       Recommended priorities  
 
The following alternatives will be developed further. 
 
Crossing the Sognefjord 
 
Because of the great depth of the fjord, more than 1250 metres at the proposed place of 
crossing, it has been decided not to have any fixed foundations on the fjord bottom. 
 
The width of the fjord, 3700 metres, calls for special measures to ensure sufficient horizontal 
strength and stiffness of all structures withstanding movements and forces from currents, 
waves and wind. 
 
The two most promising alternatives for crossing at Lavik‐Oppedal are briefly described in the 
following: 
 
Floating bridge with high bridge mid‐fjord for ships passage. 
 

 
 
Fig.1   The “bucket handle alternative” 
 
This is a bridge with columns on pontoons, where the bridge is curved horizontally with 
descending height towards the shorelines. This structure, which is sometimes referred to as 
the “bucket handle alternative”, provides the necessary clearance for future cruise ships. 



REEF3D::CFD

- Solves: 
- Full 3D Navier-Stokes Equations  
- Free Surface: Two-Phase Flow - Water & Air 
- Turbulence 

- Focus on: 
- Free Surface Flows 
- Wave Hydrodynamics 
- Wave Structure Interaction 
- Floating Structures 
- Open Channel Flow 
- Sediment Transport 

- The Code: 
- C++ (modular & extensible) 
- Parallel Computing / HPC 
- Open-Source 
- Developed at the Department of Civil and 

Environmental Engineering, NTNU Trondheim 



REEF3D::CFD : Multiphysics Extensions

�5

Vegetation

11

11.5

12

12.5

13

13.5

14

14.5

15

15.5

16

16.5

17

17.5

18

18.5

19

19.5

20

20.5

21

21.5

22

22.5

23

23.5

24

24.5

25

25.5

26

26.5

27

27.5

28

0

1

2

Y Axis

0

11.5

12

12.5

13

13.5

14

14.5

15

15.5

16

16.5

17

17.5

18

18.5

19

19.5

20

20.5

21

21.5

22

22.5

23

23.5

24

24.5

25

25.5

26

26.5

27

27.5

28

L=128 m

-0.009

0.003 

-0.020

0.014
s(m)

(a) Full-sized NWT, L= 28 m
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(b) Reduced-length NWT, L= 4.4 m
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(c) Zoom in view of the scour for L= 28 m
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(d) Zoom in view of the scour for L = 4.4 m
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(e) Temporal variation of the scour, L =28 m
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(f) Temporal variation of the scour, L =4.4 m

FIG. 3. Comparison between the scour depth and the temporal variation of the scouring
process in a full-sized NWT of L = 28 m and a reduced-length NWT of L = 4.4 m. The
black solid line shows the numerical result and the black dashed line is the experimental
data (Sumer and Fredsøe, 1992).
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(a) 0 s (b) 0.4 s

(c) 1.0 s (d) 2.0 s

FIGURE 3. Free surface evolution for 3D Dam break

• b : crest width of breakwater
• hc : crest height
• h : water depth in front of the structure
• m : front slope of the breakwater
• n : permeability
• D50 : nominal diameter of the outer layer
• F : area of breakwater
• Hi : incident wave height
• Tp : wave period
• L : wave length at local depth
• xp : Irribaren number
• Sop : wave steepness

FIGURE 4.

The wave transmission behind a submerged breakwater can be
considered as a special case of low crested structure, with the
crest level below the water level. Some of the semi-empirical
expressions found in literature for the wave transmission over
submerged breakwater are discussed here.

Arhens (1987) [20] investigated the wave transmission for low
crested breakwaters at the US Army coastal engineering research
centre.He proposed the following Formulae (14) for low crested
breakwater, which is valid for a relative freeboard, d/Hi < 1.
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Seabrook and Hall (1998) [21] performed 2-D and 3-D tests
with irregular waves for various water depths, freeboard, crest
widths and incident wave conditions to study about the transmis-
sion coefficient of submerged rubble mound breakwater. They
identified that the important parameter influencing the trans-
mission coefficient is the relative submergence (d/Hi) and crest
width. Other important thing observed during their study is that
the Formulae proposed by Arhens (1987) [20] and van der Meer
(1991) [22] are not suitable for calculating transmission coeffi-
cients for submerged breakwaters with wider crests. They pro-
posed the following Formulae (15) which includes a term for the
crest width.

Kt = 1�

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Eq. 15 is valid with the ranges of 0 6 (b.d)
L.D50

6 7.08 and 0 6
(d.Hi)
b.D50

6 2.14

Another semi-emperical relationship based on statistical anal-
ysis method was done by Siladharma and Hall (2003) [23] based
on 3-D experimental study on wave transmission over submerged
breakwaters.
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The effect due to diffraction was removed from Eq. 16 in or-
der to compare it with other formulae derived from 2-D studies.
From Eq. 16, it can be seen that d/Hi is the important parameter
for wave transmission coefficient. Other parameters influencing
the transmission coefficient are the relative crest width parame-
ter (b/Hi), surface friction parameter (d/D50) and an internal flow
parameter (b2/L.D50).

Freibel and Harris (2003) developed a ”best fit” empirical
model from test data provided by Van der Meer (1998) [24],
Daemen (1991) [25], Seelig (1980) [26], Daemrich and Kahle
(1985) [27] and Seabrook (1997) [21]. This study also confirmed
that the transmission coefficient is highly dependent on the rela-
tive submergence parameter (d/Hi).
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T = 0.0 s     T = 0.2 s   

     
 

T = 0.1 s      T = 0.3 s 
 

Figure 4. Simulation of quickness test, velocity contours during deformation from time T = 0.0-0.3 s. 
 
 

 
Figure 5. Simulated free surface elevation for the Herschel-Bulkley fluid at cross section Y = 0.2 m.  
 
 
Conclusion 
 
The implementation of the non-Newtonian Herchel-Bulkey rheology in the REEF3D open source CFD 
code has been validated for laboratory experiments on remoulded sensitive clay. This material can be 
described as a single-phase viscoplastic fluid for low remoulded shear strengths. Using best estimate 
rheological properties in the numerical simulation of a sample test, the radial run-out length match quite 
well the overall results from laboratory.   
 
With the current implementation, the yield stress is modeled as a very high viscosity for low shear rates. 

3.3 In2uence of the slip

We will now study the in2uence of the slip. As explained in the chapter before (Mehamn’s project), the

slip condition may sometimes have an important impact on the simulation.

Taking into account the slip conditions (B 20 1; ctrl.txt REEF3D), from a plan view (Fig. 23), the

diAerence can also be noticed. We observe that the 2ow spread uniformly from the time step t=2s to

t=4s. Besides, the mushroom shape is not as before: there is no symmetry. The numerical model does

not match with the experiments.  

18

Figure 23. Experimental data (dots) and numerical wavefront at the bottom of the tank (roughness ε=0mm)
at t=2, 4, 6, 8s; mesh grid dx=0.01m; With turbulence and slip conditions

Tanguy Paquereau--Gaboreau

Figure 22. Side view of the tank at t=2s, 4s, 6s and 8s ; dx=0.0025m; With turbulence ; LES

Sediment Transport 
Local Scour  
Arctic Erosion

Floating Structures 
6DOF 
Mooring

Porous Structures

Stratified FlowDebris Flow 
Granular Flow 



Level Set Equation : A Signed Distance Function
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Motion in an Externally Generated Velocity field

�t + ~u ·r� = 0

REEF3D : Open Source CFD 6

Level Set Equation: A signed distance function

�(~x, t)

8
><

>:

> 0 if ~x 2 phase 1

= 0 if ~x 2 �

< 0 if ~x 2 phase 2

, |r�| = 1

REEF3D : Open Source CFD 5



Governing Equations
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•  Temporal Discretization: RK3 
•  Spatial Discretization: WENO 
•  Pressure Solution: projection method + multigrid 
•  Turbulence Modeling: RANS or LES 
•  Mesh: non-uniform, immersed boundary

where the interface between air and water is defined by the zero level set of a smooth signed
distance function. Unlike other interface capturing methods such as VOF, the level set func-
tion can be treated with standard high-order spatial discretization schemes such as the WENO
(weighted essentially non-oscillatory) scheme. Also geometrical information, such as the dis-
tance form the interface and curvature are readily available. In REEF3D, several different types
of regular waves can be generated. The numerical wave tank capabilities are first tested for lin-
ear and Stokes theory waves. Then the wave forces on a horizontal cylinder in a 2D setup are
calculated. Forces on single and tandem vertical cylinders are calculated in three dimensions.

Model
Equations of Motion

Since the CFD code is used as a numerical wave tank in this study, the complex free water
surface has to be modeled, requiring stable numerical algorithms. At the same time, the prop-
agation of waves should not be damped artificially, which makes a high-order of numerical
accuracy essential. With this in mind the governing equations for mass and momentum conser-
vation are discretized, the continuity and the incompressible Reynolds-averaged Navier-Stokes
(RANS) equations:

@Ui

@xi
= 0 (1)

@Ui

@t
+ Uj

@Ui

@xj
= �1
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@xi
+

@

@xj


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+
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◆�
+ gi (2)

where U is the velocity averaged over time t,⇢ is the fluid density, P is the pressure ⌫ is the
kinematic viscosity, ⌫t is the eddy viscosity and g the gravity term.

Turbulence Model

The eddy viscosity ⌫t in the RANS-equations is determined through the two-equation k-! model
[26], with the equations for turbulent kinetic energy k and the specific turbulent dissipation !

as follows:

@k
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+ Uj
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@xj
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@

@xj

✓
⌫ +

⌫t

�k

◆
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@xj
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@
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!

k
↵Pk � �!

2 (4)

Pk is the turbulent production rate, the coefficients have the values ↵=5
9 , �k =

9
100and �= 3

40 .

In order to avoid overproduction of turbulence in highly strained flow outside the boundary
layer, the turbulent eddy viscosity ⌫t is bounded through the following limited formulation [9]:

⌫t = min

 
k

!
,

r
2

3

k

|S|

!
(5)

S is the mean rate of strain. Around the interface between water and air mean rate of strain
can be very large. This is especially the case for the oscillatory flow in a numerical wave tank.
Here the eddy viscosity limiter is no longer effective, and turbulence overproduction can be

Incompressible RANS Equations:



Wave Hydrodynamics: 3D Breaking Waves on Reef

�8

1.22 m

(6,0,0) (15,0,0)

(15,1.22,0)(6,1.22,0)

(9,0.6,0.410) (12,0.6,0.410)

(12,1.22,0.410)(9,1.22,0.410)

P1

P2

P3

P4 P7

P8 P11

P9 P12P6

P10 P13 P16

all dimensions in m

Collaboration with Prof. Seiffert, 
Florida Atlantic 

Experiments design based on 
CFD input 



Reef Case 13
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H=0.10,  L=4m,  d=0.460



Reef Case 13 -  Close-Up
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H0=0.06 m, 
T0=1.67 s

REEF3D
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Wave Structure Interaction: Non-Breaking Waves
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the wetted surface of the cylinder. The total inline force is predicted with a good

accuracy in the model. The maximum discrepancy in the peak force is about 1-2%.

numerical
Mo et al. (2007)

Fx
 / 

(ρ
gD

H
2)

−0.5

0

0.5

t/T [-]
2 4 6 8 10

Figure 4.6: Time history of the total forces acting on a pile.

The numerical model is validated with experimental data for regular wave interacting

with a slender pile. For the tested cases, waves are non-breaking. The comparisons

show that the numerical model is capable of predicting the free-surface, the fluid

particle velocity, and the dynamic pressure on the cylinder, provided that the correct

incident boundary conditions are applied. The agreement between the experimental

data and numerical results for the wave force is reasonable and consistent with the

comparisons of other physical variables for the regular cases.

4.2 Breaking wave interaction with the truss struc-

tures in shallow waters

Wind turbine foundation structures in shallow waters are subjected to slamming

forces, typically caused by plunging breaking waves (Kamath et al., 2017). Since the

wave-breaking phenomenon is extremely complicated and involves strong non-linear

e↵ects, the breaking wave forces are of major concern in the design of o↵shore wind

turbine substructures. There were not many attempts in the past to estimate the

breaking wave forces in the case of jacket type structures. The theoretical description

of the impact forces involves the use of several parameters such as slamming coef-

ficients, curling factor, breaker shape and wave kinematics at breaking, which have

to be determined through experiments. Compared to monopiles, jackets are more

complex structures and the analysis is more complicated, due to the presence of the

local members, joints and their di↵erent orientations.

30

Force

Experiment: GWK - Mo et al. 2007, JE

the measured data and numerical results is excellent. Even some characteristic ripples

are predicted well, which are measured along the frontline of the cylinder, while the

wave trough passes the pile.

(a) (b)

(c) (d)

Figure 4.3: Free surface displacements at various locations upstream and in the vicin-
ity of the pile: (a) x = 59.6 m, y = 4.75 m; (b) x = 59.6 m, y = 2.5 m; (c) x = 60
m, y = 2.85 m; (d) x = 60.4 m, y = 2.5 m.

Fig. 4.4 presents the velocity profiles at di↵erent elevations from the bed, at the hor-

izontal distance x = 60.4 m. The numerical results underestimate the troughs of the

velocities, while it perfectly matches the crests. The velocity probes from propellers

record absolute values only, whereas the numerical results show downward drift as

can be seen in Figs. 4.4d and 4.4e, suggesting a small opposing current. However,

the amplitudes of velocities tend to be of the same range.

The time histories of the dynamic pressures along the perimeter of the pile at water

depth d = 4.23 m are shown in Fig. 4.5. The numerical results underestimate few

of the troughs of the measured pressures slightly, and have a good agreement at the

peaks. At the critical region from the view of flow separation (Figs. 4.5c and 4.5d),

no significant change of the time history is visible.

The time history of the total inline forces acting on the pile is plotted in Fig. 4.6.

In the case of the laboratory data the forces Fx represent the sum of the measured

forces in the bearings and in the numerical, the pressure has been integrated over

27

Free Surface



Wave Structure Interaction: Breaking Waves
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Jacket Structures : WaveSlam
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Slamming EventWaveSlam Jacket in GWK



WaveSlam  : 2D breaking

�15

Fig.	10.	Comparison	of	the	free	surface	elevation	(a)	and	horizontal	particle	velocities	(b)	of	numerical	results	with	experimental	at	
Gauge	1	location

Gage 1



 WaveSlam: Breaking Wave Forces 

�16�16�16�16�16Num (dx=0.05m) x Experiment �16

xb = 0.9m 
d = 4.3m 
H = 1.7m 
T = 4.6s 
s = 0.05

(a) (b)

(c) (d)

(e) (f)

Figure 4.18: Breaking wave propagation and interaction with the structure. Side
view, case b3: (a) t = 12 s; (b) t = 12 s; (c) t = 12 s; (d) t = 13 s; (e) t = 13 s; (f) t
= 14 s.
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Aggarwal, A. et al., Under Review

S1, S2, S3 and S4 with dx = 0.05 m. The jacket is placed exactly at the location as in the192

experiments. Fig. 4 presents a comparison of the normalized numerical and experimental193

breaking wave force versus time for cases S1-S4 with dx = 0.05 m. Waves impact the jacket194

structure at di↵erent locations for cases S1-S4 as shown in Fig. 5. The wave forces are195

normalized with the following equation (Eq. 3.2.2):196

F̂ =
F

⇢gD3
(5)

where ⇢ is the water density and D is the diameter of the jacket members.197

The numerical model is able to compute the total breaking wave loads on the jacket198

structure with a good accuracy as seen in Figs. 4a, 4b, 4c and 4d. The first and second force199

peaks are estimated with errors of 2.3 % and 2.7 % for case S1, 2.9 % and 2.5 % for case200

S2, 1 % and 1.7 % for case S3 and with errors of 0.8 % and 2.7 % for case S4, respectively.201

The breaking waves impact the front face of the jacket first which leads to the first peak.202

Then, they interact with the rear face, resulting in the second force peak in the force time203

series (Fig. 5). There are some minor discrepancies in the troughs of the numerical and204

experimental wave force signal, but since the focus of the present study is to investigate the205

peak breaking wave loads, further simulations are continued with dx = 0.05 m.206
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Figure 4: Comparison of the experimental and numerical normalised breaking wave force
time-series for case (a) S1 (s = 0.033) (b) S2 (s = 0.045) (c) S3 (s = 0.048) (d) S4 (s =
0.051). Red solid line presents numerical; black crosses for experimental
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 WaveSlam: Breaking Wave Forces 

�17�17�17�17�17Num (dx=0.05m) x Experiment �17

Aggarwal, A. et al., Under Review

(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Figure 13: Computed wave profile during wave breaking with the velocity variation on the
jacket for case D2 (x = 0.5 m, s = 0.035) at t = (a) 34.5 s (isometric-view) (b) 34.5 s (top-
view) (c) 35.05 s (isometric-view) (d) 35.05 s (top-view) (e) 35.20 s (isometric-view) (f) 35.20
s (top-view) (g) 35.35 s (isometric-view) (h) 35.35 s (top-view) (i) 35.50 s (isometric-view) (j)
35.50 s (top-view)
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Figure 13: Computed wave profile during wave breaking with the velocity variation on the
jacket for case D2 (x = 0.5 m, s = 0.035) at t = (a) 34.5 s (isometric-view) (b) 34.5 s (top-
view) (c) 35.05 s (isometric-view) (d) 35.05 s (top-view) (e) 35.20 s (isometric-view) (f) 35.20
s (top-view) (g) 35.35 s (isometric-view) (h) 35.35 s (top-view) (i) 35.50 s (isometric-view) (j)
35.50 s (top-view)
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xb = 1.5m 
d = 4.3m 
H = 1.6m 
T = 5.55s 
s = 0.03

Aggarwal, A. et al., Under Review

S1, S2, S3 and S4 with dx = 0.05 m. The jacket is placed exactly at the location as in the192

experiments. Fig. 4 presents a comparison of the normalized numerical and experimental193

breaking wave force versus time for cases S1-S4 with dx = 0.05 m. Waves impact the jacket194

structure at di↵erent locations for cases S1-S4 as shown in Fig. 5. The wave forces are195

normalized with the following equation (Eq. 3.2.2):196

F̂ =
F

⇢gD3
(5)

where ⇢ is the water density and D is the diameter of the jacket members.197

The numerical model is able to compute the total breaking wave loads on the jacket198

structure with a good accuracy as seen in Figs. 4a, 4b, 4c and 4d. The first and second force199
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Then, they interact with the rear face, resulting in the second force peak in the force time203

series (Fig. 5). There are some minor discrepancies in the troughs of the numerical and204

experimental wave force signal, but since the focus of the present study is to investigate the205

peak breaking wave loads, further simulations are continued with dx = 0.05 m.206
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Figure 4: Comparison of the experimental and numerical normalised breaking wave force
time-series for case (a) S1 (s = 0.033) (b) S2 (s = 0.045) (c) S3 (s = 0.048) (d) S4 (s =
0.051). Red solid line presents numerical; black crosses for experimental
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In the far-field wave domain, fast two-dimensional shallow
water models have been developed for fast phase-resolving wave
modelling, such as widely used Boussinesq-type models [6, 7].
However, the representation of the dispersion relation remains a
challenge in deep water regions with such models. Turbulence
and viscosity are normally not significant in the far-field domain.
Therefore, a potential flow solver is ideal for a fast calculation
of wave propagation in the far-field, especially in deep water
conditions. The development of the potential flow solvers has
focused on the representation of nonlinearity. One nonlinear
wave model in the potential flow domain is the high-order
spectrum (HOS) model [8, 9] where a high level of accuracy and
computational efficiency are provided by a Fast Fourier Trans-
form (FFT) solution. The model is proven to be efficient both in
a numerical wave tank and in an open-ocean scenario. However,
the development is challenged by an efficient representation of
the fast varying bottom geometry.

Another approach is solving the Laplace equation with an
enclosure of free surface boundary conditions and the bottom
boundary condition. In the studies of Grilli et al. (1996) [10], a
high-order boundary element method (BEM) is used for various
applications including wave propagation, shoaling, breaking and
wave run-up. Correct representations of both the geometry and
kinematics of strongly nonlinear waves are achieved with the
highly nonlinear model where no approximations are introduced
for the free surface boundary conditions. However, BEM
approaches usually require explicit knowledge of a fundamental
solution of the differential equations and case-specific mathe-
matical analysis. A sharp discontinuity at the boundary, such as
corners and edges may introduce singularities in the solution.
In contrast to the BEM approach, Li and Fleming (1997) [11]
were the first to propose a finite difference method (FDM)
for the solution of the Laplace equation throughout the whole
domain. A low-order multi-grid method is developed for an
efficient and scalable solution of the fully nonlinear potential
flow (FNPF) equations for water wave applications. Bingham
et al. (2007) [12] further improved the model using high-order
finite differences. In 2008, OceanWave3D [13] was introduced
as a fully nonlinear and dispersive free surface wave model for
3D nonlinear water waves. Adaptive and curvilinear meshes
are employed in the model, offering flexibilities with respect to
geometry. The model has also been extended to study wave-
structure interactions [14, 15]. However, the mesh generation
with curvilinear mesh can be challenging with the appearance
of complicated solid boundaries in the computational domain.
Other FNPF models have also been developed in 2D or 3D, as
presented in [16,17,18]. These FNPF models are able to simulate
strongly nonlinear wave generation, propagation and transfor-
mation, up to wave overturning [16]. Recently, much attention
has also been put on improving the computational capacity

of the FNPF models. For example, an OceanWave3D version
equipped with a GPU-based parallelisation was introduced in
2012 [19]. Further explanations of the GPU implementations
on heterogeneous many-core architectures can be found in [20]
and [21]. The model achieves an applaudable computational
efficiency, but also requires specific GPU infrastructure.

In this paper, a fully nonlinear potential flow solver
REEF3D::FNPF is introduced in the numerical framework of
REEF3D. The computations are performed with a finite differ-
ence method on a s -coordinate grid. Solid boundaries are rep-
resented with a ghost cell immersed boundary method. In this
way, the mesh generation is made much simpler and more flex-
ible. Since the model is coded in REEF3D, the existing robust
numerical schemes in REEF3D are straightforward accessible to
the proposed model. For example, the model is equipped with
high-order discretisation schemes and is fully parallelised with
an MPI-based domain decomposition method. The presented
paper describes the governing equations and the numerical im-
plementations of the model. Then three test cases are shown to
demonstrate its numerical performance. First, a linear progres-
sive wave propagation over constant water depth is simulated.
Then, the wave propagation over irregular topography is inves-
tigated by simulating the wave transformation over a submerged
bar. Finally, the evolution of a wave packet and the wave fo-
cusing is presented. The simulated results are compared to the
theoretical values and the experimental measurements. In the
presented studies, the model shows a robust accuracy and cheer-
ful computational efficiency.

NUMERICAL MODEL
Governing equations

The governing equation for the flow calculations in the open-
source fully non-linear potential flow code REEF3D::FNPF is
the Laplace equation:

∂ 2F
∂x2 +

∂ 2F
∂y2 +

∂ 2F
∂ z2 = 0 (1)

In order to solve for the velocity potential F, this elliptic
equation requires boundary conditions, where especially the ones
at the free surface and the bed are of importance. At the free
surface, the fluid particles should remain at the surface and the
pressure in the fluid is equal to the atmospheric pressure. These
conditions must hold true at the free surface at all times and they
form the kinematic and dynamic boundary conditions at the free
surface respectively:
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where eF = F(x,h , t) is the velocity potential at the free
surface, x = (x,y) represents the horizontal location and ew is the
vertical velocity at the free surface.

At the bottom, the fluid particle cannot penetrate the solid
boundary and therefore the vertical water velocity must be zero
at all times. This gives the bottom boundary condition:

∂F
∂ z

+
∂h
∂x

∂F
∂x

+
∂h
∂y

∂F
∂y

= 0, z =�h. (4)

where h = h(x) is the water depth from the seabed to the
still water level.

The Laplace equation, together with the enclosure of the
boundary conditions are solved on a flexible-order finite differ-
ence scheme on a s -coordinate. The s -coordinate can be trans-
ferred from a Cartesian grid following:

s =
z+h(x)

h(x, t)+h(x)
(5)

Once the velocity potential F is obtained in the s -domain,
the velocities can be calculated as follows:

u(x,z) = ∂F(x,z)
∂x

=
∂F(x,s)

∂x
+

∂s
∂x

∂F(x,s)

∂s
, (6)

v(x,z) = ∂F(x,z)
∂y

=
∂F(x,s)

∂y
+

∂s
∂y

∂F(x,s)

∂s
, (7)

w(x,z) = ∂s
∂ z

∂F(x,s)

∂s
. (8)

The waves are generated at the wave generation zone using
the relaxation method [22]. The relaxation function proposed
by Jacobsen [23] is used in the model, as shown in Eqn. (9).
In the wave generation zone, the free-surface elevation and

velocities are ramped up to the designed theoretical values.
In the numerical beach, a reverse process takes place and the
flow properties are restored to hydrostatic values following the
relaxation method.

G(ex) = 1� e(ex
3.5)�1
e�1

f or ex 2 [0;1] (9)

where ex is scaled to the length of the relaxation zone.

The Laplace equation is solved using the parallelised
geometric multi-grid algorithm provided by hypre [24]. Second-
order central differences are used for the discretisation of the
Laplace equation.

The calculation of wave propagation can be challenging be-
cause insufficient grid resolution can cause numerical diffusion
which consequently leads to unphysical damping of the waves.
In order to achieve the balance between the order of accuracy
of the discretisation methods and the numerical stability and
efficiency, the model chooses the fifth-order WENO (weighted
essentially non-oscillatory) scheme [25] in the conservative
finite-difference framework for the discretisation of the convec-
tion terms. This scheme can handle large gradients accurately
by taking local smoothness into account. The overall WENO
discretisation stencil consists of three local ENO-stencils, which
are weighted depending on their smoothness, with the smoothest
stencil contributing the most significantly.

For the time treatment, a third-order accurate TVD Runge-
Kutta scheme [26] is used. Adaptive time stepping is used in
order to determine the time step size while keeping a constant
CFL number.

The model is fully parallelised following the domain decom-
position strategy. Ghost cells are used within the implemented
domain decomposition framework for the parallelisation. These
ghost cells are updated with the values from the neighbouring
processors via MPI (Message Passing Interface).

RESULTS
Linear wave propagation

At first, the proposed model is tested with wave propagation
over a constant bottom. The two-dimensional (2D) numerical
wave tank is 35 m long. The still water level is constant at 0.4 m.
The input wave is a linear wave at intermediate water depth. The
wave height is 0.02 m and the wavelength is 3.73 m. A wave gen-
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where eF = F(x,h , t) is the velocity potential at the free
surface, x = (x,y) represents the horizontal location and ew is the
vertical velocity at the free surface.

At the bottom, the fluid particle cannot penetrate the solid
boundary and therefore the vertical water velocity must be zero
at all times. This gives the bottom boundary condition:
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where h = h(x) is the water depth from the seabed to the
still water level.

The Laplace equation, together with the enclosure of the
boundary conditions are solved on a flexible-order finite differ-
ence scheme on a s -coordinate. The s -coordinate can be trans-
ferred from a Cartesian grid following:
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z+h(x)
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The waves are generated at the wave generation zone using
the relaxation method [22]. The relaxation function proposed
by Jacobsen [23] is used in the model, as shown in Eqn. (9).
In the wave generation zone, the free-surface elevation and

velocities are ramped up to the designed theoretical values.
In the numerical beach, a reverse process takes place and the
flow properties are restored to hydrostatic values following the
relaxation method.
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where ex is scaled to the length of the relaxation zone.

The Laplace equation is solved using the parallelised
geometric multi-grid algorithm provided by hypre [24]. Second-
order central differences are used for the discretisation of the
Laplace equation.

The calculation of wave propagation can be challenging be-
cause insufficient grid resolution can cause numerical diffusion
which consequently leads to unphysical damping of the waves.
In order to achieve the balance between the order of accuracy
of the discretisation methods and the numerical stability and
efficiency, the model chooses the fifth-order WENO (weighted
essentially non-oscillatory) scheme [25] in the conservative
finite-difference framework for the discretisation of the convec-
tion terms. This scheme can handle large gradients accurately
by taking local smoothness into account. The overall WENO
discretisation stencil consists of three local ENO-stencils, which
are weighted depending on their smoothness, with the smoothest
stencil contributing the most significantly.

For the time treatment, a third-order accurate TVD Runge-
Kutta scheme [26] is used. Adaptive time stepping is used in
order to determine the time step size while keeping a constant
CFL number.

The model is fully parallelised following the domain decom-
position strategy. Ghost cells are used within the implemented
domain decomposition framework for the parallelisation. These
ghost cells are updated with the values from the neighbouring
processors via MPI (Message Passing Interface).

RESULTS
Linear wave propagation

At first, the proposed model is tested with wave propagation
over a constant bottom. The two-dimensional (2D) numerical
wave tank is 35 m long. The still water level is constant at 0.4 m.
The input wave is a linear wave at intermediate water depth. The
wave height is 0.02 m and the wavelength is 3.73 m. A wave gen-
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where eF = F(x,h , t) is the velocity potential at the free
surface, x = (x,y) represents the horizontal location and ew is the
vertical velocity at the free surface.

At the bottom, the fluid particle cannot penetrate the solid
boundary and therefore the vertical water velocity must be zero
at all times. This gives the bottom boundary condition:
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where h = h(x) is the water depth from the seabed to the
still water level.

The Laplace equation, together with the enclosure of the
boundary conditions are solved on a flexible-order finite differ-
ence scheme on a s -coordinate. The s -coordinate can be trans-
ferred from a Cartesian grid following:
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The waves are generated at the wave generation zone using
the relaxation method [22]. The relaxation function proposed
by Jacobsen [23] is used in the model, as shown in Eqn. (9).
In the wave generation zone, the free-surface elevation and

velocities are ramped up to the designed theoretical values.
In the numerical beach, a reverse process takes place and the
flow properties are restored to hydrostatic values following the
relaxation method.
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where ex is scaled to the length of the relaxation zone.

The Laplace equation is solved using the parallelised
geometric multi-grid algorithm provided by hypre [24]. Second-
order central differences are used for the discretisation of the
Laplace equation.

The calculation of wave propagation can be challenging be-
cause insufficient grid resolution can cause numerical diffusion
which consequently leads to unphysical damping of the waves.
In order to achieve the balance between the order of accuracy
of the discretisation methods and the numerical stability and
efficiency, the model chooses the fifth-order WENO (weighted
essentially non-oscillatory) scheme [25] in the conservative
finite-difference framework for the discretisation of the convec-
tion terms. This scheme can handle large gradients accurately
by taking local smoothness into account. The overall WENO
discretisation stencil consists of three local ENO-stencils, which
are weighted depending on their smoothness, with the smoothest
stencil contributing the most significantly.

For the time treatment, a third-order accurate TVD Runge-
Kutta scheme [26] is used. Adaptive time stepping is used in
order to determine the time step size while keeping a constant
CFL number.

The model is fully parallelised following the domain decom-
position strategy. Ghost cells are used within the implemented
domain decomposition framework for the parallelisation. These
ghost cells are updated with the values from the neighbouring
processors via MPI (Message Passing Interface).

RESULTS
Linear wave propagation

At first, the proposed model is tested with wave propagation
over a constant bottom. The two-dimensional (2D) numerical
wave tank is 35 m long. The still water level is constant at 0.4 m.
The input wave is a linear wave at intermediate water depth. The
wave height is 0.02 m and the wavelength is 3.73 m. A wave gen-
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Figur 2.2: Figuren viser sammenhængen mellem et punkt i det oprindelige
domæne og dets afbilding i det transformerede σ-domæne. Som det ses p̊a
figuren, er det transformerede grid trukket ud, s̊a afstand mellem punkterne er
fast, men ikke nødvendigvis ens[10].

σ =
z + h (x, y)

d (x, y, t)
, d = h (x, y) + η (x, y, t) , σ ∈ [0, 1] (2.9)

Transformationsformlen er fremkommet ved at addere h (x, y) til top og bund i
domænet:

σ̂ = z ⇒ σ̂ = z + h (x, y) , σ̂ ∈ [0, η + h] (2.10)

Ved at dividere med vanddybden d (x, y, t) = η (x, y, t)+h (x, y) f̊as ligning (2.9),
hvor σ̂ = σ.

I det nye domæne kan den udledte Laplace-ligning (2.3) ikke direkte bruges, idet
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er nødvendig, er at z-koordinaterne strækkes i Ωσ. Dermed ændres afstande mel-
lem punkterne i σ-retningen, hvilket gør at differentialerne i ligningen ændres.
Transformationsbidraget skal kompensere for ændringerne i differentialerne. Af
samme grund skal bundbetingelsen (2.6) tranformeres, for at den kan bruges
som randbetingelse for det transformerede Laplace-problem. Randbetingelserne
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where eF = F(x,h , t) is the velocity potential at the free
surface, x = (x,y) represents the horizontal location and ew is the
vertical velocity at the free surface.

At the bottom, the fluid particle cannot penetrate the solid
boundary and therefore the vertical water velocity must be zero
at all times. This gives the bottom boundary condition:
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where h = h(x) is the water depth from the seabed to the
still water level.

The Laplace equation, together with the enclosure of the
boundary conditions are solved on a flexible-order finite differ-
ence scheme on a s -coordinate. The s -coordinate can be trans-
ferred from a Cartesian grid following:
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The waves are generated at the wave generation zone using
the relaxation method [22]. The relaxation function proposed
by Jacobsen [23] is used in the model, as shown in Eqn. (9).
In the wave generation zone, the free-surface elevation and

velocities are ramped up to the designed theoretical values.
In the numerical beach, a reverse process takes place and the
flow properties are restored to hydrostatic values following the
relaxation method.
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where ex is scaled to the length of the relaxation zone.

The Laplace equation is solved using the parallelised
geometric multi-grid algorithm provided by hypre [24]. Second-
order central differences are used for the discretisation of the
Laplace equation.

The calculation of wave propagation can be challenging be-
cause insufficient grid resolution can cause numerical diffusion
which consequently leads to unphysical damping of the waves.
In order to achieve the balance between the order of accuracy
of the discretisation methods and the numerical stability and
efficiency, the model chooses the fifth-order WENO (weighted
essentially non-oscillatory) scheme [25] in the conservative
finite-difference framework for the discretisation of the convec-
tion terms. This scheme can handle large gradients accurately
by taking local smoothness into account. The overall WENO
discretisation stencil consists of three local ENO-stencils, which
are weighted depending on their smoothness, with the smoothest
stencil contributing the most significantly.

For the time treatment, a third-order accurate TVD Runge-
Kutta scheme [26] is used. Adaptive time stepping is used in
order to determine the time step size while keeping a constant
CFL number.

The model is fully parallelised following the domain decom-
position strategy. Ghost cells are used within the implemented
domain decomposition framework for the parallelisation. These
ghost cells are updated with the values from the neighbouring
processors via MPI (Message Passing Interface).

RESULTS
Linear wave propagation

At first, the proposed model is tested with wave propagation
over a constant bottom. The two-dimensional (2D) numerical
wave tank is 35 m long. The still water level is constant at 0.4 m.
The input wave is a linear wave at intermediate water depth. The
wave height is 0.02 m and the wavelength is 3.73 m. A wave gen-
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In the far-field wave domain, fast two-dimensional shallow
water models have been developed for fast phase-resolving wave
modelling, such as widely used Boussinesq-type models [6, 7].
However, the representation of the dispersion relation remains a
challenge in deep water regions with such models. Turbulence
and viscosity are normally not significant in the far-field domain.
Therefore, a potential flow solver is ideal for a fast calculation
of wave propagation in the far-field, especially in deep water
conditions. The development of the potential flow solvers has
focused on the representation of nonlinearity. One nonlinear
wave model in the potential flow domain is the high-order
spectrum (HOS) model [8, 9] where a high level of accuracy and
computational efficiency are provided by a Fast Fourier Trans-
form (FFT) solution. The model is proven to be efficient both in
a numerical wave tank and in an open-ocean scenario. However,
the development is challenged by an efficient representation of
the fast varying bottom geometry.

Another approach is solving the Laplace equation with an
enclosure of free surface boundary conditions and the bottom
boundary condition. In the studies of Grilli et al. (1996) [10], a
high-order boundary element method (BEM) is used for various
applications including wave propagation, shoaling, breaking and
wave run-up. Correct representations of both the geometry and
kinematics of strongly nonlinear waves are achieved with the
highly nonlinear model where no approximations are introduced
for the free surface boundary conditions. However, BEM
approaches usually require explicit knowledge of a fundamental
solution of the differential equations and case-specific mathe-
matical analysis. A sharp discontinuity at the boundary, such as
corners and edges may introduce singularities in the solution.
In contrast to the BEM approach, Li and Fleming (1997) [11]
were the first to propose a finite difference method (FDM)
for the solution of the Laplace equation throughout the whole
domain. A low-order multi-grid method is developed for an
efficient and scalable solution of the fully nonlinear potential
flow (FNPF) equations for water wave applications. Bingham
et al. (2007) [12] further improved the model using high-order
finite differences. In 2008, OceanWave3D [13] was introduced
as a fully nonlinear and dispersive free surface wave model for
3D nonlinear water waves. Adaptive and curvilinear meshes
are employed in the model, offering flexibilities with respect to
geometry. The model has also been extended to study wave-
structure interactions [14, 15]. However, the mesh generation
with curvilinear mesh can be challenging with the appearance
of complicated solid boundaries in the computational domain.
Other FNPF models have also been developed in 2D or 3D, as
presented in [16,17,18]. These FNPF models are able to simulate
strongly nonlinear wave generation, propagation and transfor-
mation, up to wave overturning [16]. Recently, much attention
has also been put on improving the computational capacity

of the FNPF models. For example, an OceanWave3D version
equipped with a GPU-based parallelisation was introduced in
2012 [19]. Further explanations of the GPU implementations
on heterogeneous many-core architectures can be found in [20]
and [21]. The model achieves an applaudable computational
efficiency, but also requires specific GPU infrastructure.

In this paper, a fully nonlinear potential flow solver
REEF3D::FNPF is introduced in the numerical framework of
REEF3D. The computations are performed with a finite differ-
ence method on a s -coordinate grid. Solid boundaries are rep-
resented with a ghost cell immersed boundary method. In this
way, the mesh generation is made much simpler and more flex-
ible. Since the model is coded in REEF3D, the existing robust
numerical schemes in REEF3D are straightforward accessible to
the proposed model. For example, the model is equipped with
high-order discretisation schemes and is fully parallelised with
an MPI-based domain decomposition method. The presented
paper describes the governing equations and the numerical im-
plementations of the model. Then three test cases are shown to
demonstrate its numerical performance. First, a linear progres-
sive wave propagation over constant water depth is simulated.
Then, the wave propagation over irregular topography is inves-
tigated by simulating the wave transformation over a submerged
bar. Finally, the evolution of a wave packet and the wave fo-
cusing is presented. The simulated results are compared to the
theoretical values and the experimental measurements. In the
presented studies, the model shows a robust accuracy and cheer-
ful computational efficiency.

NUMERICAL MODEL
Governing equations

The governing equation for the flow calculations in the open-
source fully non-linear potential flow code REEF3D::FNPF is
the Laplace equation:

∂ 2F
∂x2 +

∂ 2F
∂y2 +

∂ 2F
∂ z2 = 0 (1)

In order to solve for the velocity potential F, this elliptic
equation requires boundary conditions, where especially the ones
at the free surface and the bed are of importance. At the free
surface, the fluid particles should remain at the surface and the
pressure in the fluid is equal to the atmospheric pressure. These
conditions must hold true at the free surface at all times and they
form the kinematic and dynamic boundary conditions at the free
surface respectively:
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4  Regular Domain Decomposi-
tion

Many problems are based on taking a very large set of data, arranged in a regular grid
structure, and applying transformations to the data elements. When the data can be
split up into regular subgrids, and distributed over a set of processes, then the trans-
formations can be applied in parallel, allowing the problem to be solved in a smaller
time scale, or allowing much larger problems to be solved than could normally be
attempted.

4.1  Process Grids
The regular domain decomposition method is to take a large grid of data elements, split it
up into regular subgrids, and distribute these subgrids to separate processes where
they can be operated on.

The global data set is decomposed into separate sections, and each section is placed
under the control of a separate process as shown in Figure 14. The degree of decompo-
sition depends on the number of processes available.

 Figure 14:  An example of regular domain decomposition.

The aim is to ensure that the data is distributed as evenly as possible amongst all of
the processes. Each process is assigned its own section of the data --- its data block.

local data block

decomposition

process grid

global data  grid 

HPC: domain decomposition
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observed. This is prevented by the free surface turbulence damping introduced by and Egorov
[10] through an additional source term in the !-equation.
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where, model parameter B= 100.0, dx= grid size and � is the level set function. The source term
is activated around the interface by multiplying the Dirac delta function � (�) with the source
term:
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Pressure

The pressure gradient term in the RANS-equations is modeled with Chorin’s projection method
[6] for incompressible flow. Here the pressure gradient is removed form the momentum equa-
tions. Instead the updated velocity after each Euler step of the time discretization is the in-
termediate velocity U

⇤
i . Then the Poisson equation for pressures is formed by calculating the

divergence of the intermediate velocity field.
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The Poisson equation is solved using the fully parallelized Jacobi-preconditioned BiCGStab
algorithm [23]. The pressure is then used to correct the velocity field, making it divergence free.

Discretization of the Convective Terms

The convective terms of the RANS equations are discretized with the fifth-order WENO (weighted
essentially non-oscillatory) scheme by Jiang and Shu [15] in the conservative finite-difference
framework. The convection term is approximated in x-direction as follows:

U
@U

@x
⇡ 1

�x

⇣
Ũ i+1/2Ui+1/2 � Ũ i�1/2Ui�1/2

⌘
(9)

Here Ũ is the convection velocity, which is obtained at the cell faces through simple interpola-
tion. For the the cell face i+ 1/2, Ui+1/2 is reconstructed with the WENO procedure:
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The ± sign indicates the upwind direction. U1, U2 and U
3 represent the three possible ENO

stencils. For upwind direction in the positive i-direction, they are:
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Convection Discretization: Conservative 5th-order WENO
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- can handle large gradient 
- high accuracy 
- maintains the sharpness of the extrema

Convective Terms: WENO

Weighted Essentially Non-Oscillatory Scheme (5th Order)
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can handle very large gradients
high accuracy
maintains sharpness of the extrema
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Wave Input 
- H = 0.02m 
- T = 2.0s 
- wave theory: linear waves

eration zone of one wavelength is located at the inlet of the tank
to the left-hand side. A numerical beach of two wavelengths is
located at outlet of the tank to the right-hand side. The schemat-
ics of the numerical wave tank’s configuration is shown in Fig. 1.

22.54 m 8.73 m3.73 m

z
x

0.4m
0.8m

FIGURE 1: The configuration of the numerical wave tank for the
linear wave propagation

To study the grid convergence property of the model, three
simulations are performed with three different grid sizes. The
finest grid uses 85 cells per wavelength, the intermediate grid
allows 53 cells per wavelength, while the coarsest grid consists
of 26 cells per wavelength. The wave profiles at t = 35 s from the
three simulations are compared to the theoretical value in Fig. 2:
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FIGURE 2: The comparison of the wave profile at t = 35 s for
the linear wave propagation. (a) the comparison along the whole
tank, (b) a closer view at the wave profile.

Wave propagation over a submerged bar
In this section, the wave propagation over a submerged bar

[27] is tested. The 2D wave tank of 35 m is equipped with a wave

generation zone of one wavelength 3.73 m at the inlet and a nu-
merical beach of two wavelengths 8.73 m at the outlet. The still
water level is 0.4 m. The submerged bar begins at x= 6 m and el-
evates following a slope of 1 : 20 until it reaches the top platform
at x = 12 m, with a height of 0.3 m. It remains the height for
2 m before it starts a downwards slope of 1 : 10 and reaches the
bottom of the tank at x = 17 m. Nine wave gauges are located at
x= 4.0 m,10.5 m,12.5 m,13.5 m,14.5 m,15.7 m,17.3 m,19.0 m
and 21.0 m. The incident wave height is H = 0.02 m and the
wavelength is L = 3.73 m. The schematics of the configurations
of the numerical wave tank is shown in Fig. 3. A grid conver-
gence study is performed at gauge 2 and 6, before and after the
crest of the submerged bar, as shown in Fig. 5a and Fig. 5b. Three
grids sizes are used in the study, giving 85, 53, and 26 cells per
incident wavelength. It is found that 85 cells per wavelength are
sufficient to capture the wave transformation. A simulation time
of 35 s is used. With two 2.7 GHz cores on a Mac Pro with
32 GB memory, the simulation only takes 92 s. The time series
at all nine wave gauges are compared to the experimental mea-
surements, shown from Fig. 4a to Fig. 4i. The waves shoal over
the uprising slope of the submerged bar. A continuous increase
of wave height is observed from gauge 1 to gauge 3. Gauge 4 and
gauge 5 sees the beginning of the wave decomposition process,
where higher frequency short wave components start to emerge.
From gauge 6, the de-shoaling takes place, and the wave decom-
position becomes more prominent. The velocity potential and the
horizontal velocities in the numerical wave tank at t = 35 s is also
shown in Fig. 6. With the chosen grid resolution, the evolution
of the waves is well represented during the entire shoaling and
de-shoaling process, especially the complicated wave decompo-
sition after the top of the bar. It is also noted that in order to
resolve those short waves during the decomposition, a finer grid
is needed compared to the previous study with a constant bottom
in section .
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FIGURE 3: The configuration of the numerical wave tank for
wave propagation over a submerged bar
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(i) wave gauge 9 at x = 21.0 m

FIGURE 4: The comparison between the simulated time series
and the experimental measurements at all wave gauges in the
numerical wave tank for the wave propagation over a submerged
bar. (j) and (k): the grid convergence study at wave gauge 2 and
wave gauge 6.
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eration zone of one wavelength is located at the inlet of the tank
to the left-hand side. A numerical beach of two wavelengths is
located at outlet of the tank to the right-hand side. The schemat-
ics of the numerical wave tank’s configuration is shown in Fig. 1.
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wavelength is L = 3.73 m. The schematics of the configurations
of the numerical wave tank is shown in Fig. 3. A grid conver-
gence study is performed at gauge 2 and 6, before and after the
crest of the submerged bar, as shown in Fig. 5a and Fig. 5b. Three
grids sizes are used in the study, giving 85, 53, and 26 cells per
incident wavelength. It is found that 85 cells per wavelength are
sufficient to capture the wave transformation. A simulation time
of 35 s is used. With two 2.7 GHz cores on a Mac Pro with
32 GB memory, the simulation only takes 92 s. The time series
at all nine wave gauges are compared to the experimental mea-
surements, shown from Fig. 4a to Fig. 4i. The waves shoal over
the uprising slope of the submerged bar. A continuous increase
of wave height is observed from gauge 1 to gauge 3. Gauge 4 and
gauge 5 sees the beginning of the wave decomposition process,
where higher frequency short wave components start to emerge.
From gauge 6, the de-shoaling takes place, and the wave decom-
position becomes more prominent. The velocity potential and the
horizontal velocities in the numerical wave tank at t = 35 s is also
shown in Fig. 6. With the chosen grid resolution, the evolution
of the waves is well represented during the entire shoaling and
de-shoaling process, especially the complicated wave decompo-
sition after the top of the bar. It is also noted that in order to
resolve those short waves during the decomposition, a finer grid
is needed compared to the previous study with a constant bottom
in section .
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FIGURE 3: The configuration of the numerical wave tank for
wave propagation over a submerged bar
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Fig. 15. Wave transformation on a submerged bar, black lines are laboratory experiments [2] , red lines are REEF3D. (For interpretation of the references to color in this figure 
legend, the reader is referred to the web version of this article.) 
tions are calculated using the free surface elevation data presented 
in Fig. 15  . The power spectra obtained from the numerical and 
experimental data are compared in Fig. 16  and a very good agree- 
ment is seen. All the wave energy is concentrated in the funda- 
mental frequency f 0 = 0 . 5  Hz shown by a single peak in Fig. 16  (a). 
As the wave propagates over the submerged bar, the wave energy 
is transferred to higher harmonics f 1 = 1 Hz, f 2 = 1 . 5  Hz and 
f 3 = 2 . 0 Hz as seen from Fig. 16  (b–h). Most of the wave energy is 
transferred from f 0 to f 1 over the toe of the leeward slope of the 
bar as seen in Fig. 16  (h). The figure also shows the reduction in the 

wave energy as the wave propagates over the bar and the peaks of 
the power density plots reduce along the length of the submerged 
bar. The good agreement of the numerical results with the exper- 
imental data for both the free surface elevations and the power 
spectra demonstrates the capabilities of REEF3D in complex wave 
modeling. The model can represent complex wave transformation 
and free surface details due to the high-order spatial WENO 
and temporal TVD Runge–Kutta discretization in addition to the 
staggered grid arrangement. Also, the immersed boundary handles 
the irregular grid cells well on the slopes of the submerged bar. 
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FIGURE 4: The comparison between the simulated time series
and the experimental measurements at all wave gauges in the
numerical wave tank for the wave propagation over a submerged
bar. (j) and (k): the grid convergence study at wave gauge 2 and
wave gauge 6.
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eration zone of one wavelength is located at the inlet of the tank
to the left-hand side. A numerical beach of two wavelengths is
located at outlet of the tank to the right-hand side. The schemat-
ics of the numerical wave tank’s configuration is shown in Fig. 1.
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To study the grid convergence property of the model, three
simulations are performed with three different grid sizes. The
finest grid uses 85 cells per wavelength, the intermediate grid
allows 53 cells per wavelength, while the coarsest grid consists
of 26 cells per wavelength. The wave profiles at t = 35 s from the
three simulations are compared to the theoretical value in Fig. 2:
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FIGURE 2: The comparison of the wave profile at t = 35 s for
the linear wave propagation. (a) the comparison along the whole
tank, (b) a closer view at the wave profile.

Wave propagation over a submerged bar
In this section, the wave propagation over a submerged bar

[27] is tested. The 2D wave tank of 35 m is equipped with a wave

generation zone of one wavelength 3.73 m at the inlet and a nu-
merical beach of two wavelengths 8.73 m at the outlet. The still
water level is 0.4 m. The submerged bar begins at x= 6 m and el-
evates following a slope of 1 : 20 until it reaches the top platform
at x = 12 m, with a height of 0.3 m. It remains the height for
2 m before it starts a downwards slope of 1 : 10 and reaches the
bottom of the tank at x = 17 m. Nine wave gauges are located at
x= 4.0 m,10.5 m,12.5 m,13.5 m,14.5 m,15.7 m,17.3 m,19.0 m
and 21.0 m. The incident wave height is H = 0.02 m and the
wavelength is L = 3.73 m. The schematics of the configurations
of the numerical wave tank is shown in Fig. 3. A grid conver-
gence study is performed at gauge 2 and 6, before and after the
crest of the submerged bar, as shown in Fig. 5a and Fig. 5b. Three
grids sizes are used in the study, giving 85, 53, and 26 cells per
incident wavelength. It is found that 85 cells per wavelength are
sufficient to capture the wave transformation. A simulation time
of 35 s is used. With two 2.7 GHz cores on a Mac Pro with
32 GB memory, the simulation only takes 92 s. The time series
at all nine wave gauges are compared to the experimental mea-
surements, shown from Fig. 4a to Fig. 4i. The waves shoal over
the uprising slope of the submerged bar. A continuous increase
of wave height is observed from gauge 1 to gauge 3. Gauge 4 and
gauge 5 sees the beginning of the wave decomposition process,
where higher frequency short wave components start to emerge.
From gauge 6, the de-shoaling takes place, and the wave decom-
position becomes more prominent. The velocity potential and the
horizontal velocities in the numerical wave tank at t = 35 s is also
shown in Fig. 6. With the chosen grid resolution, the evolution
of the waves is well represented during the entire shoaling and
de-shoaling process, especially the complicated wave decompo-
sition after the top of the bar. It is also noted that in order to
resolve those short waves during the decomposition, a finer grid
is needed compared to the previous study with a constant bottom
in section .
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1 2 3 4 5 6 7 8
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x
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FIGURE 3: The configuration of the numerical wave tank for
wave propagation over a submerged bar
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(h) wave gauge 8 at x = 19.0 m
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FIGURE 4: The comparison between the simulated time series
and the experimental measurements at all wave gauges in the
numerical wave tank for the wave propagation over a submerged
bar. (j) and (k): the grid convergence study at wave gauge 2 and
wave gauge 6.

5 Copyright c� 2019 by ASME

H. Bihs et al. / Computers and Fluids 140 (2016) 191–208  203 

Fig. 15. Wave transformation on a submerged bar, black lines are laboratory experiments [2] , red lines are REEF3D. (For interpretation of the references to color in this figure 
legend, the reader is referred to the web version of this article.) 
tions are calculated using the free surface elevation data presented 
in Fig. 15  . The power spectra obtained from the numerical and 
experimental data are compared in Fig. 16  and a very good agree- 
ment is seen. All the wave energy is concentrated in the funda- 
mental frequency f 0 = 0 . 5  Hz shown by a single peak in Fig. 16  (a). 
As the wave propagates over the submerged bar, the wave energy 
is transferred to higher harmonics f 1 = 1 Hz, f 2 = 1 . 5  Hz and 
f 3 = 2 . 0 Hz as seen from Fig. 16  (b–h). Most of the wave energy is 
transferred from f 0 to f 1 over the toe of the leeward slope of the 
bar as seen in Fig. 16  (h). The figure also shows the reduction in the 

wave energy as the wave propagates over the bar and the peaks of 
the power density plots reduce along the length of the submerged 
bar. The good agreement of the numerical results with the exper- 
imental data for both the free surface elevations and the power 
spectra demonstrates the capabilities of REEF3D in complex wave 
modeling. The model can represent complex wave transformation 
and free surface details due to the high-order spatial WENO 
and temporal TVD Runge–Kutta discretization in addition to the 
staggered grid arrangement. Also, the immersed boundary handles 
the irregular grid cells well on the slopes of the submerged bar. 
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Andenes, Versterålen Archipelago



Bichromatic Waves (full tank 250m)
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• Experiments: C. Pakozdi, 2014 

• Experimental Wave Flume: 
• SINTEF Ocean (Marintek) 
• L = 250 m 
• d = 10.0 m  

• Bichromatic waves 
• T1 = 2.1s 
• T2 = 1.6s 

• 2D grid: 250m x 10m 
• 2500 x 25 = 62.500 cells 
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where θ is the angle at the hinge measured from the vertical (β for H1 and
β + γ for H2).

The velocity U(z, t), which is the inflow boundary condition, is calculated
as

U(z, t) =
δX(z)

δt
(3.34)

The values are zero at the hinge and maximum at the tip of the flap.

γ(t)

-2.6 m

-1.0 m

1.0 m

β(t)

H1

H2

Figure 3.1: A schematic sketch of the double-hinged flap wavemaker

3.8.3 Approach 3: Free surface reconstruction

The experimental wave paddle signal is unknown to the numerical mod-
ellers in many cases. This makes it challenging to numerically reproduce the
time history of the free surface elevation for irregular waves. The proposed
methodology to numerically reconstruct the experimental free surface sig-
nal at any location in time-domain is non-iterative. The current approach
requires the information of the experimental free surface elevation signal
at only one wave gauge location. The present approach to reconstruct the
free surface elevation is based on the spectral decomposition technique for
the harmonic components. The Fourier analysis differentiates the variabil-
ity of the time–series into components at the frequencies of each harmonic
and approximates a function as a summation of the sine and cosine terms.
The irregular wave signal in experimental wave flumes measured at a target
location consists of incident and reflected signals:

x(t) = xin(t) + xr(t) (3.35)

where xin(t) is the incident wave signal and xr(t) is the reflected wave
signal. Further, the irregular wave signal can be decomposed into multiple
harmonic components using the Fast Fourier Transform (FFT) which can be

plate was found to be in good comparison against the experimen-
tal results.

In the present work the control signal of the wave maker mech-
anism during experiments is used to define the mesh motion of
the flap boundary patches in the CFD computations. A morph-
ing mesh technique is applied for the deformation of the mesh in
vicinity to the wave maker. In order to speedup the simulations
in the 3D wave impact simulations, a transient wave inlet condi-
tion, similar to Pákozdi et al. (2011) is implemented for the wave
generation.

DESCRIPTION OF TEST CASE

The test setup is described in Pákozdi et al. (2015b). One leg
of a four legged offshore platform is modeled. The structure is
located 34.74 m from the wave maker device. The platform geom-
etry, Fig. 2, consist of two parts: One simplified leg of a semi-sub
platform, and one buoyancy tank (BT) attached to the platform
leg. Two alternatives for the BT has be studied (shown in the
figure), the differnce in the BT designs is the height and and the
mounting between the BT and the platform leg. The total height
of the 2014 BT design is approximately 11 % less than the 2012
design. The 2014 design is also attached with an opening slot
between the buoyancy tank and the platform leg, while the area
between the BT and the leg is closed in the 2012 design.

In the experiential setup, the model tests were performed in
steep random waves with 20 different seed number realizations of
the Torsethaugen type sea state with Hs = 20.7m, Tp = 20.1sec
with a full scale duration of three hours. The measured global
load acting on the buoyancy tank was used to identify the largest
extreme events from each realization. The extreme value statistics
of each of the selected extreme events was obtained by means
of repetition of the event in a full-scale time window of around
18 minutes (using identical repetition of the wave maker control
signal around the event). The three largest of these events have
been selected for comparison against CFD simulations.

The width (10.5m) and depth (10m) of the CFD domain is
identical to the dimension of the wave basin in the experiments.
The motion of the wave making devise is also modeled in the sim-
ulations, a sketch of the wave maker mechanism is shown in Fig.
1. The platform geometry, Fig. 2, consist of two parts: One sim-
plified leg of a semi-sub platform, and one buoyancy tank (BT)
attached to the platform leg. Two alternatives for the BT has be
studied (shown in the figure), the differnce in the BT designs is
the height and and the mounting between the BT and the plat-
form leg. The total height of the 2014 BT design is approximately
11 % less than the 2012 design. The 2014 design is also attached
with an opening slot between the buoyancy tank and the plat-
form leg, while the area between the BT and the leg is closed in
the 2012 design. The differences in the design can be seen in the
visualization of the surface mesh (Fig. 4).

The direction of wave propagation relative to the platform ge-
ometry is shown in Fig. 3. The forces acting on the buoyancy tank
is integrated in the y−direction in the local coordinate system as
defined in the figure.

CFD SETUP

This section describes the modeling of the complete flow field
around the platform using the STAR-CCM+ software.

+ 0.83 m

0.00 m

- 1.05 m

-2.62 m

Fig. 1: Two flap wave generation mechanism

The governing equations in the fluid dynamics model are the
incompressible Navier-Stokes equations. Although the flow is tur-
bulent, based on our experience, the turbulence is believed to be
of minor importance for both the wave propagation and the wave
impact loads (Pákozdi et al. (2011) and Pákozdi et al. (2015a)).
Our pre-study showed that standard two equation turbulence
models, such as the k − ω SST model, can in fact be devastat-
ing on the propagation of waves, due to accumulated generation
of turbulent viscosity. Since there are no outflow boundary, the
turbulent viscosity will not convect and exit the domain, instead
the level of turbulent viscosity continues to grown in vicinity to
the free surface. The turbulent viscosity has shown to damp the
waves more than what is physical correct. For the impact load,
where forces due to slamming is dominating, mainly non viscus
phenomena are of importance. The flow is therefore simplified by
means of disregarding turbulence modeling, and instead modeling
the flow as laminar.

The two phase flow is modeled by means of the VOF (Volume
of Fluid) technique. The equations are discretized by means of a
finite volume method. The scheme that is used for the momen-
tum equations is second order accurate in time and space. The
HRIC scheme is used for the convection of the VOF scalar field.
The scheme is second order accurate as long as the Courant num-
ber is sufficiently small (Co < 0.3), the scheme will become first
order at higher Courant numbers (Co > 1). The equations are

Fig. 2: Geometry of the platform leg with buoyancy tank (BT),
showing the two alternative designs for the BT: 2012 design (left),
and 2014 design (right).

Experimental wavemaker Numerical wavemaker
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Bichromatic Waves
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x = 10 m x = 40 m

x = 70 m x = 160 m



Coastal Modeling: Mehamn
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Input wave 
H = 3.5 m 
T = 14 s 
Regular wave 

FNPF includes 
- wetting/drying 
- breaking



Conclusions
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- REEF3D Open-Source Hydrodynamics :  
Phase-resolved Waves on all Scales 

- Coastal / Marine / Hydraulic Engineering 

- Ongoing FNPF: 
- structures 
- wave communication protocol (WCP) for consistent coupling  

- Outlook FNPF:  
- floating 
- mooring


